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Visual Embodied Agents

‘ Q: What color is the car?

target 3

Q: How many mugs

are in the room?
A:3

Visual Navigation
Task completion
Question Answering

Instruction Following

Target: sofa
Step #1

Zhu et al. ICRA 2016, Gupta et al. CVPR 2017
Gordon et al. CVPR 2018

Das et al. CVPR 2018

Anderson et al. CVPR 2018



Visual Embodied Agents

<. Q: What color is the car?
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What is the mustache
made of?

Visual Question Answering Embodied Question Answering

Antol et al. ICCV 2015
Redmon et al. CVPR 2016
Das et al. CVPR 2018
Gordon et al. CVPR 2018






Coordinatio_n
Communica_tlon
Collaboration

Collaborative
Embodied
Agents

Al Agents that can collaborate
In virtual visual worlds

Peng et al. ICRA 2018
Anderson et al. CoRL 2020
Kadian et al. RAL 2020
Truong et al. RAL 2021
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+ Collaborative Embodied Agents

a“a = - 2

Two Body Problem
CVPR 2019 (oral)

SYNC Policies
ECCV 2020 (spotlight)

GRIDTOPIX
(ongoing work)
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5 /. Collaborative Embodied Agents
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~—— Collaborative Environment & Task —

Two Body Problem
CVPR 2019 (oral)

!Agent' 1\ & Agent 2 Agents coordinate to lift

visually navigate to - the TV at the same time
\ Y,

1. First collaborative embodied task - FurnLift




 Collaborative Embodied Agents

Two Body Problem
CVPR 2019 (oral)
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2. Interpretation of emergent communication




Two Body Problem
CVPR 2019 (oral)

Explicitly sending
messages to communicate

 Collaborative Embodied Agents

Other agent is on the Implicit

opposite side of TV.
So let me try pickup!
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o
Visibility of other agent

communicates information

3. Effect of communication



SYNC Policies
ECCV 2020 (spotlight)

4. Intricately coordinated embodied task - FurnMove




 Collaborative Embodied Agents

Marginal Policy SYNC-Policies
(prior work) (ours)

0000 Mixt e

Agent 1 Marginal ixture =

i oad_| D0
policy 00007«

Communication Synchronized
band sampling

SYNC Polictes | .. !
ECCV 2020 S Ot|| ht Marginal | OO00 Nt 0000 7
( & J ) Agent 2 One -DDOD ﬂg =
policy DDDD”K

5. Richer representation of multi-agent policy




. Collaborative Embodied Agents

Success

58 (—

I Dense supervision

Minimal supervision

N4
1

GRIDTOPIX

_ 6. Learning policies from minimal supervision
(ongoing work)




i Collaborative Embodied Agents

GRID agent
(teacher)
Imitation Learmng ___________________
PIX agent
(student)

Step=1 Step=2 Step= T

GRIDTOPIX

. /. Leveraging perfect-perception gridworlds for training
(ongoing work)
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a“a = - 2

Two Body Problem
CVPR 2019 (oral)

SYNC Policies
ECCV 2020 (spotlight)

GRIDTOPIX
(ongoing work)
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+ Collaborative Embodied Agents

First collaborative embodied task — FurnLift
Interpretation of emergent communication
Effect of communication

Intricately coordinated embodied task — FurnMove
Richer representation of multi-agent policy

Learning policies from minimal supervision
Leveraging perfect-perception gridworlds for training
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a“a = - 2

Two Body Problem
CVPR 2019 (oral)

+ Collaborative Embodied Agents

1. First collaborative embodied task — FurnLift
2. Interpretation of emergent communication
3. Effect of communication



FurnLift Task

- and Agent 2 visually

navigate to the .

* Agents have only egocentric visual inputs



FurnLift Task

* Agents have only egocentric visual inputs

- and Agent 2 visually

navigate to the .
+

Agents coordinate to lift/pickup

the TV at the same time



FurnLift Task

* Agents have only egocentric visual inputs

- and Agent 2 visually

navigate to the .
+

Agents coordinate to lift/pickup

the TV at the same time



Agent observations

Top-down view

Not available to the
agents

(for illustration only)




Agent Policy tor FurnLift

Agent 2

X Model complexity
¥ Policy parameters

Central agent ¥ Comm. bandwidth



Agent 1

| , m

Agent Policy for FurnLift

Belief »
Critic

ai=

O value

B policy

Decentral agent

Belief

(Jvalue

E policy



FurnLift Task

Agent 1 and Agent 2
1. Navigateto TV
2. Team Lift

Agent 1 quickly finds it

Agent 2 is on the wrong
side

Need for communication



Agent 1

Two Body Network

O value

E policy

(Jvalue

E policy



Two Body Network

Agent 1

@ O value
Talk Reply |
S Stage Stage — j

Message-based or ‘explicit communication’



Two Body Network

Refining of local

) belief ’

_ R Critic

h | Talk |\ h_| Reply \h

Agent 1 L Stage Stage —
R A A y @
SN
{ * Y g Critic
Talk ’ Reply ’ | |~
Agent 2 S Stage Stage ~———
Actor
/

Message-based or ‘explicit communication’

O value



Communication and Belief Refinement

Talk stage

Refined
Belief Belief

A) Output 2
h

=

m! m! ¢ Output 1

received send



Communication and Belief Refinement

Talk stage
‘ Communication '
L Pr
T,\T» X p—
Pt
Talk :
: Symbols Refined
Belief L Belief
= -
h h
T T
Myeceived m Output 1

send v



Communication and Belief Refinement

Talk stage
Commumcatlon .......................
LpTl
T, T X r— = :
PT1,
Talk :
: Symbols Refined
Belief L "y Belief
— g —————————, , ) Output 2
h ~ h
: T T N K
> (W W] h -
! : ......Belief Refinement
T T
‘ mreceived msend v OUtpUt 1



Talk and reply modules

Talk stage Reply stage
Commun|cat|on Commun|cat|on .......................
Local belief K= Lp& Final belief
(from LSTM) N7z x >p= RifRol o (oml (to actor-critic)
Talk ] Reply .
Symbols Refined Symbols Refined
Belief | | i rer s s e s re s smnn s fras Belief .Belief ...................................................................... Belief
> ) > h : .
—»w > sl (WEWE] >
! i Belief Refinement 1 \ | (=& Belief Refinement
T T R R
‘ M, eceived M send v M, eceived M send v



Explicit Communication Helps

~ Without - With
X explicit communication \/ explicit communication

Total steps: 165 Total steps: 86
Unsuccessful pickups: 6 Unsuccessful pickups: O



Interpretation of messages

Talk stage Reply stage
e : e
T\ T, L'p_T;] l Ri|R> —> =
symbols | Refinea ey : | Refined
Belief < | Belief Belief| | * Ao ¢ | Belief
h N h
1.0 - essce @ 000 00 0 0 00 o e oo o 00 esccse e0 o esscese od 1.0 1
Talk (Agent 1) 05 Reply (Agent 1) 05
Talk (Agent 2) Reply (Agent 2)
c09Q0 - 0.0 T T T T

“Il'am near TV!” “Let us Pickup!”



Interpretation of messages

Talk stage

i Communication
Pr
Ti|T, > —
Pr :
Talk
Symbols Refined
Belief ' Belief
! .....Belief Refinement
T T
| m received m send v
) _ 00000 © 000 00 0 0 00 O [ ] 0 ¢ 00 000000 00 o 0000000 .s
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Steps in Episode



Interpretation of messages

Talk stage
i Communication
7|7 P
1112 :
= :
Talk
Symbols Refined
Belief ' Belief
! ... Belief Refinement
T T
| mreceived msend v
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Interpretation of messages

Reply stage
A S T R
[P _
Rl R2 PR, -
: Reply H .
i " Refined
Belief| | * Sl Beliof
h g
! . BeliefRefinement
R R
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Steps in Episode



Interpretation of messages

Talk stage

.........................................................................

Reply stage

T\ | T» L Ri|R>
Talk
Symbols Refined S
Belief Belief .Belief
h A
! .......... Belief Refinement . ! .......... Belief Refinement .
T R
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Implicit Communication Helps

Other agent is on the
opposite side of TV.
So let me try pickup!

Without any
communication:

“\
N
[o)ﬁg Episode
Visibility of other agent Unsuccessful

communicates information




Successful episodes (%)
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Effect of communication

Successful episodes 1
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Unsuccessful pickups

20 40 60 80 100
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+ Collaborative Embodied Agents

a“a = - 2

Takeaways

e Study collaborative behavior in visual environments
Two Body Problem  Explicit and implicit communication are helpful

CVPR 2019 (oral) « Emergence of human-like communication pattern




. Collaborative Embodied Agents

\N'm= - 7

SYNC Policies 4. Intricately coordinated embodied task — FurnMove
ECCV 2020 (spotlight) 5. Richer representation of multi-agent policy




Constraints of Decentralized MARL

Agent 2

]LSTM ]Tcenlm]
'l

X Model complexity
¥ Policy parameters

Central agent ¥ Comm. bandwidth
Representative but disallowed in MARL (scalability!)




Constraints of Decentralized MARL

Single (marginal) policy per agent

@ U value
Talk Reply
Agent 1 Stage Stage 1
X X S a E policy | TT
) SN
Y Y Critic! () value
Agent 2 Talk Reply |~
Stage Stage ~—— 5

Actor Epolicy 7T

=~ T



Constraints of Decentralized MARL

Optimal Joint Marginal Agents

Central agent can represent i
and sample from the joint.

Agents choose their actions by independently sampling.

Agent 1 Policy (1) Effective Joint Policy

0.2 0 0 0 0.2 | 0.1 | 0.6 | 0.1 0.04 | 0.12 ]| 0.02 | 0.02
0 | 0 [01] 0 o 0.02 | 0.06 | 0.01 | 0.01
= Agent 2 Policy (%) !l Qn? =
0 0.6 0 0 0.12 | 0.36 | 0.06 | 0.06
0.2 | 0.6 | 0.1 | 0.1
0 0 0 0.1 0.02 | 0.06 | 0.01 | 0.01

Rank 1




H*

l[dea: Mixture-of-Marginals

Optimal Joint
0.05| 0 | 0 |0.05
0.05| 0 |0.15| 0
0| 0] 0 |015
0 | 0.4]005| 0

Effective Joint

Agent 1 Policies

Mixture of Marginals

0 0.3 0
0 0.1
0 0 0
0.33]0.33 | 0.33

0

Policy

4

> - (it @) =

i=1

Agent 2 Policies a
0 0 0
0.4 0 0
0 0.5 | 0.5 0.2
- 02 | o 0.
0.05| O 0 |0.05
0.05( 0 |0.15
0 0 0 |0.15
0 0.4 | 0.05




SYNC-Policies

How to sample from
K 1 2N
i=1 @ (1 Q@ 1) in

practice?

1. Compute a and K | | -
policies per agent. Agent 1

2. Samplel1 <i<K
with probability «;.
Use a shared seed so
both agents sample
the same i.

Communication

3. Sample actions from
n; and 77
independently.




Intricately coordinated embodied task

Could we put communicative models to a harder test?

* Lifting furniture requires only one step of action coordination.
* Get agents to coordinate at every step.



FurnMove task




FurnMove task




FurnMove task




FurnMove task

Starting Position




Action Space / Agent

Single-Agent T 2 f %
Navigation i\
MoveAhead Rotateleft RotateRight Hold

| | T — - . 5
MoveWithObject rod pred roed reEt

MWO MWOAhead ~ MWORight MWDOLeft MWOBack
'Y
RotateObject -
RO RotateObject
Right
MoveOb) L e e
oveObject O ] ] ()
MO

MOAhead MORight MOLeft MOBack



Joint action
space

Agent 1 action (a!)

Single-agent
navigation

Move With
Object

RO|

Move
Object

Legend

M

Agent 2 action (a°)




Joint action
space

Agent 1 action (al)

MAhead
Rotateleft
RotateRight
Hold

MWOAhead
MWORight
MWOBack

MWOLeft

RORight

MOAhead
MORight
MOBack

MOLeft

Single-agent
navigation

RotateRight

Rotateleft
Hold

MAhead

Move With

Object

MWOAhead
MWORight
MWOBack
MWOLeft
RORight

RO|

MOAhead

Agent 2 action (a2)

Legend

J—




Joint action

M

O
Tl
o 2|5
c >
() W n
a0 @ >
3 HlE
<<

X
HoMOWN [x [x | x [ X [x [x | X |[x[x [x|x]|x|[Xx
m w. AEGOIWN x [ x| x [x [ x [x|x[x|x|x|[x]|x|x
M% WIHOW x| =[x [x|x[x[x]|x[x[x]|x]|x|x
PESUVOIN [ x [ x| x| x [x[x|x|x|x|x|x|[x]x
m“v “Em_W_OW_ X [ X | X [ X | %< [xX|x[x]|x|[x]|x]|x]|x
= HTOMIN [ X< [ X [ x [x | X [ X [x [xX|X|x|[x[X

=
< w AEGOMIN [ x [x | x | x [x [x |x|x|[x [x|x|x]|x
m% u,:m_mO>>_>_ X [ x [ x [ x|x|x|x|x]|x|x|[x]|x]|x
= PESUVOMIN [x | x [x | x| x [x |x[x|x[x|x|x[x
..m. c PIoH X | X [ X | X | X [X|X|X[X
o0 b= W3iyere1oy x| x| x X |x [x | x|x|x|x|[x]x
d
ﬂnsm yopereroy [xIx [ = R e e e
n < PESUVIN | x| x| x X | x [ x|x|x|x]|x]|x]|x
o L olo 2 x pLle]lT B x P
P ol = o RS
Q & olgl= x 5
Sse [Socozlcldc2es=
2: E22EFE=
A

space

(;e) uonoe 1 jualy

Agent 2 action (a°)



Joint action

M

=
Tl|T
o 2|5
c >
() W n
o0 © >
3 HlE
<<

X
HoMOIN [x [x | x [ X [x [x | X |[x[x [x|x]|x|[Xx
m w. AEGOIWN x [ x| x [x =[x |x[x|x|x|[x]|x|x
M% WIHOW x| =[x [x]|x[x[x]|x[x[x]|x]|x|x
PESUVOIN [ x [ x| x| x [x [x|x|x|x|x|x|[x]|x
m“v “Em_W_OW_ X [ x [ x| x|x|[x|[x]|x X [ x| x| x
= HTOMIN [ X< [ X [ x [x | X [ X [x [xX|X|Xx|[x[X

=
< w AEGOMIN [ x [x | x | x [x [x |x|x|[x [x|x|x]|x
m% u,:m_mO>>_>_ X | x| x| x[x[x|x|x|x|x]|[x]|[x]|x
= PESUVOMIN [x | x [x | x| x [x |x[x|x[x|x|x[x
..m. c PIoH X | X [ X | X | X [X|X|X[X
o0 b= W3iyere1oy x| x| x X |x [x | x|x|x|x|[x]x
d
ﬂnsm yopere1oy [x = [= R e e e
n < PESUYVIN | x| x| x X | x [ x|x|x|x]|x]|x]|x
o L ol 2 x pLle]lT 2 x P
P ol = o RS
Q X & olzl= x 5
Sse [Socozlcldc2s=
2E E22E[FE=
e =522

space

(;e) uonoe 1 jualy

Agent 2 action (a°)
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Joint action

Single-agent | Move With | Move
S p ace navigation Object RO Object l Legend ‘
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Agent 2 action (a°)



Joint action
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Joint action
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@ . A A? Relative ® Rotateleft X
MWORight | x | x | x | X X[ x| x|x]|x | . : —
— angle angle  orientation = RotateRight X
- MWOBack | X | X | X | X X | x| x|x]|x 2
< . ] ) P
‘U MWOLeft | x | x | x | x . x | x| x| x| x Relative orientation 60 _ o> X
¥ ' defines validit < PickUp | X [ X | X | X
< RORight [ X [ X [ X [ X | X | X | X | X X | X | X|X alidity
MOAhead | X | X [ x | x | x| x| x [ x | x Agent 2 action (a?)
MORight [ X [ X | X | X | X | X [ X [ X | X X - Always Invalid
MOBack [ X | X [ X | X [ X | X [ X | X [ X .
MOLeft | x [ x| x [ x| x| x| x| x|x . Always Valid

Agent 2 action (a°)

10% actions 64% actions
are valid are valid



How coordinated 1s FurnMove?

Central Agent - - Marginal Agents
Success Failled Pickups
FurnLift 0.6% 5.1vs. 8.9

FurnMove 32.0%



Joint Policy Summary

Single agent
nav. actions

[

MWOQO actions

S

Central Model

65% task success
7% actions fail

RO actions

MQO actions

S

VS

Sy

Marginal Model

33% task success
65% actions fail



Joint Policy Summary

Single agent
nav. actions

- iy

RO actions

S

MWO actions }O actions
Central Model SYNC Model Marginal Model
65% task success 59% success rate 33% task success

7% actions fail 31% actions fail 65% actions fail



Top-down view

Qualitative runs

Field of view:
Triangles denote field of view & orientation
of agents

Trajectories:

 Agent 1 trajectoryin red

* Agent 2 trajectory in green

TV trajectoryin blue

 Trajectory shades become lighter as episode
progresses




Marginal Agents




SYNC Agents




How many mixtures components in SYNC?

Diminishing returns from additional mixture components

# Mixture : :
Components

1 component 33 1.83
2 components 50 1.23
4 components 57 1.08

13 components 59 1.15



» 4

+ Collaborative Embodied Agents

a“a = - 2

Takeaways

SYNC Polici * |ndependent and decentral execution = Rank-1
olicies * Mixture-of-marginals adapted as SYNC-policies
ECCV 2020 (spotlight) * Useful for solving high-rank tasks - FurnMove




» 4

a“a = - 2

GRIDTOPIX
(ongoing work)

+ Collaborative Embodied Agents

6. Learning policies from minimal supervision
/. Leveraging perfect-perception gridworlds for training



(1) Terminal Rewards = Minimal Supervision

’J Agent l
state reward action

St Rr A,
P Rt+l (
S.. | Environment ]4

Shogi Go

<<

Hanabi

| b O ® | | b
6/8 3/3

Stacks Deck Discards
B3 B4

G3 R5 | B1 R2 @] B5 B2
P2 P3

Silver et al. Sciens”
Bard et E
Lerer et al. AAA.

'‘Terminal rewards'
Goal dependent or success rewards
avallable at termination of episode

=

PO

Works for (non-visual) RL benchmarks l [M Y

201§
20)20)
2020




(2) Visual Agents Need Shaped Rewards

1 1
Shaped rewa rds PointGoal Navigation Furniture Moving 3 vs. 1 with Keeper
(Habitat+Gibson) (AI2-THOR) (Google Football)

* Dense indicators of success
* Furniture Moving:
* Furn. moved closer to the goal

* PointGoal Navigation
* (Geodesic distance to goal

* Google Football
* Checkpoint reward

Jain et al. ECC| 2029
Sawva et al. ICCV 2019 / aifl_ ptlofd
Kurach et al. AAR| 2024



(2) Visual Agents Need Shaped Rewards

Furniture Moving
(AI2-THOR)

Terminal rewards

58
" Shaped rewards Il



(2) Visual Agents Need Shaped Rewards

PointGoal Navigation Furniture Moving 3 vs. 1 with Keeper
(Habitat+Gibson) (AI2-THOR) (Google Football)

SPL Success Game Score

0.6

95

" Shaped rewards

Terminal rewards - | 0.07

DirectPix DirectPix DirectPix [/




(3) Terminal Rewards Work in Gridworlds

/| A
\\
g;\ \ y‘l \\

(/" v,fll,r /]
/i
N



(3) Terminal Rewards Work in Gridworlds

Visual (terminal) 1 0.0
Gridworld (terminal) 56 0.19
SPL 1
Visual (shaped) 58 0.11
Gridworld (shaped) 76 0.22

/ A
N\

A\ J



"How Can We Leverage Gridworlds?”

(1) Terminal Rewards = Minimal Supervision
(2) Visual Agents Need Shaped Rewards

(3) Terminal Rewards Work in Gridworlds




GRIDTOPIX



Train stage 1

GRIDTOPIX

[ RL with Terminal Rewards ]
t act t act

aly v

act

4 %\
A\
i;\ .'-.'v

J )
V/; /) /]
N ¢



Train stage 2

GRIDTOPIX

GRID
(teacher)

PIX
(student)
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Train stage 2

GRIDTOPIX

GRID
(teacher)

PIX
(student)
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Train stage 2

GRIDTOPIX

GRID
(teacher)

PIX
(student)

4

R\
) "’vl
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Train stage 2

GRIDTOPIX

GRID
(teacher)




GRIDTOPIX

act

Train stage 2

GRID
(teacher)

Imitation Learning

PIX




GRIDTOPIX

act

Test stage

PIX
(student)




Preliminary Results

. PointGoal Navigation Furniture Moving 3 vs. 1 with Keeper
Terminal rewards do not work (Habitat+Gibson) (AI2-THOR) (Google Football)

off-the-shelf.

SPL Success Game Score

0.6

95

" Shaped rewards

Terminal rewards - | 0.07

DirectPix DirectPix DirectPix [




Terminal rewards via
GRIDTOPIX work well.

" Shaped rewards

Terminal rewards

PointGoal Navigation Furniture Moving
(Habitat+Gibson) (AI2-THOR)

SPL Success

64
95

25

0.1 1

DirectPix GRIDTOPIX  DirectPix GRIDTOPIX
(ours) (ours)

Preliminary Results

3 vs. 1 with Keeper
(Google Football)

Game Score

0.6 0.57

0.07

DirectPix GRIDTOPIX
(ours)




Shaped rewards via
GRIDTOPIX is better than a
direct training.

" Shaped rewards

Terminal rewards

Preliminary Results

PointGoal Navigation Furniture Moving 3 vs. 1 with Keeper
(Habitat+Gibson) (AI2-THOR) (Google Football)

Success Game Score

62 0.6 0.65

0.57

25

1 0.07

DirectPix GRIDTOPIX  DirectPix GRIDTOPIX DirectPix GRIDTOPIX
(ours) (ours) (ours)




» 4

a“a = - 2

GRIDTOPIX
(ongoing work)

+ Collaborative Embodied Agents

Takeaways

* Visual RL agents crave dense and shaped rewards
* GRIDTOPIX leverages gridworlds for free supervision
* |Improve results in terminal and shaped reward settings



Timeline

Submit Imitation Gap work
Internship at DeepMind
Further experiments for GRIDTOPIX
Publish GRIDTOPIX
Publish internship project

Complete dissertation (depends on next step)

Spring 2021
Summer 2021

Summer 2021
or Fall 2021

Fall 2021 to Spring 2022
Fall 2021 or Spring 2022

1)
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PREPRINTS

PUBLICATIONS

! Embodied Visual Agents
" Communication

" Collaboration

Publications

Interpretation of Emergent Communication in Heterogeneous Collaborative Embodied Agents
S. Wani*, S. Patel*, U. Jain* , A. Schwing, S. Lazebnik, A. X. Chang, M. Savva
(Under review at ICCV 2021)

Cooperative Exploration for Multi-Agent Deep Reinforcement Learning
I. Liu, U. Jain, R. Yeh, A. Schwing
(Under review at ICML 2021)

AllenAct: A Framework for Embodied AI Research (2020)
L. Weihs*, J. Salvador*, K. Kotar*, U. Jain, K. Zeng, R. Mottaghi, A. Kembhavi [project][arxiv]

Bridging the Imitation Gap by Adaptive Insubordination (2020)
L. Weihs*, U. Jain*, J. Salvador, S. Lazebnik, A. Kembhavi, A. Schwing [project][arxiv]

Multi-ON: Benchmarking Semantic Map Memory using Multi-Object Navigation
S. Wani*, S. Patel*, U. Jain*, A. X. Chang, M. Savva
Neural Information Processing Systems (NeurIPS), 2020 [project][pdf]

A Cordial Sync: Going Beyond Marginal Policies for Multi-Agent Embodied Tasks
U. Jain*, L. Weihs*, E. Kolve, A. Farhadi, S. Lazebnik, A. Kembhavi, A. Schwing
European Conference on Computer Vision (ECCV), 2020 (Spotlight talk) [project][arxiv]

SoundSpaces: Audio-Visual Navigation in 3D Environments
C. Chen*, U. Jain*, C. Schissler, S. Gari, Z. Al-Halah, V. Ithapu, P. Robinson, K. Grauman
European Conference on Computer Vision (ECCV), 2020 (Spotlight talk) [project|[arxiv]

TABVCR: Tags and Attributes for Visual Commonsense Reasoning
J. Lin, U. Jain, A.G. Schwing
Neural Information Processing Systems (NeurIPS), 2019 [project][arxiv]

Two Body Problem: Collaborative Visual Task Completion
U. Jain*, L. Weihs*, E. Kolve, M. Rastegari, S. Lazebnik, A. Farhadi, A. Schwing, A. Kembhavi
Computer Vision and Pattern Recognition (CVPR), 2019 (Oral talk) [project|[arxiv]

Two can play this Game: Visual Dialog with Discriminative Question Generation and Answering
U. Jain, S. Lazebnik and A.G. Schwing
Computer Vision and Pattern Recognition (CVPR), 2018 [arxiv]

Creativity: Generating Diverse Questions using Variational Autoencoders
U. Jain*, Z. Zhang* and A.G. Schwing
Computer Vision and Pattern Recognition (CVPR), 2017 (Spotlight talk) [arxiv]
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