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Collaborations



Typical visual tasks

Object detection
[COCO]

Question Answering
VQA

Redmon et al. YOLO9000: Better, Faster, Stronger
Agarwal et al. VQA: Visual Question Answering



Visual embodied tasks

Zhu et al. Target-driven Visual Navigation in Indoor Scenes using Deep Reinforcement Learning



Visual embodied tasks

Das et al. Embodied Question Answering



We live in a multi-agent world
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Multi-agent virtual world: Existing work

Lowe et al. Multi-Agent Actor-Critic for Mixed Cooperative-Competitive Environments



Single-agent virtual world: Existing work

Kolve et al. AI2-THOR: An Interactive 3D Environment for Visual AI



Multi-agent virtual world: Ours

Agent 1 view

Agent 2 view
Top-down view 
(for illustration)



Task

Agent 1 Agent 2
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Collaborative task

Agent 1 Agent 2

+ Navigate to TV

+ Collaboration
[Joint pickup]



Find and Lift Furniture

Agent 1 and Agent 2
1. Navigate to TV
2. Collaborative pickup

Agent 1 quickly finds it

Agent 2 is on the wrong
Side

Need for communication
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Top-down view (for illustration)



Task Definition

Step 1: Navigation
Step 2: Collaborative pickup 

Three conditions for successful pickup, both agents need to:
1. Be near the TV and looking at it
2. Simultaneously execute PICKUP
3. Be on different sides of the TV



Agent – Environment interaction
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Reward structure and Loss

• Rewards
+1 for performing a successful joint pickup
-0.01 for every time step
-0.1 for a failed pickup action
-0.02 for any other failed action

• Asynchronous advantage actor critic
• Value loss

• Policy loss 



Two Body Network

Mnih et al. Asynchronous Methods for Deep Reinforcement Learning
Ross et al. Reduction of Imitation Learning to No-Regret Online Learning
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Two Body Network

Mnih et al. Asynchronous Methods for Deep Reinforcement Learning
Ross et al. Reduction of Imitation Learning to No-Regret Online Learning

Asynchronous advantage actor critic (A3C) algorithm
+ Imitation learning (vs shortest path oracle agent)



Two Body Network

Mnih et al. Asynchronous Methods for Deep Reinforcement Learning
Ross et al. Reduction of Imitation Learning to No-Regret Online Learning
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Mnih et al. Asynchronous Methods for Deep Reinforcement Learning
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Talk stage Reply stage



Communication and Belief Refinement
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Talk and reply modules
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Local belief
(from LSTM)

Final belief
(to actor-critic)

Agent 1
Agent 2



Without explicit communication

Total steps: 165
Unsuccessful pickups: 6

Top-down view (for illustration)
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With explicit communication

Total steps: 86
Unsuccessful pickups: 0
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Top-down view (for illustration)



Interpretation of messages
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Without explicit communication

Total steps: 72
Unsuccessful pickups: 4



With explicit communication

Total steps: 17
Unsuccessful pickups: 0



Communication symbols
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Implicit communication



Without Implicit communication

Total steps: 217
Unsuccessful pickups: 23



Results: Effect of communication



Result: Generalization

Seen environments Unseen environments



Visual vs Gridworld
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